agents with \( n_s = 32 \) on networks containing 4, 6, 8 hosts, the average numbers of MGA generations required to solve the problem are 8.5, 7.4, 6.6, respectively. We observe that increasing the meta population size, the solving time is reduced.

6. Conclusions

In the paper is demonstrated the capability of the distributed evolutionary algorithms to solve the inverse ENDE problems and to reconstruct the flaws in an effective and accurate manner.

Additionally to the pre-tuning, an original hierarchical structure is proposed to realise self-adaptive evolutionary parameter control. The lower level of the software system contains "slave" evolutionary agents, structured as in the "island model" with ring communication topology. The upper level is a supervisor evolutionary agent which acts as an meta-algorithm, aiming to improve the behaviour of the EAs population. The Java mobile agent (aglet) technology used to develop the distributed software system proved to be a very effective technique to parallellise portable tasks.

Acknowledgments

The authors thank Prof. Irina Munteanu for her valuable contribution to our article improvement.

The authors acknowledge the support of Romania Ministry of Education and National Agency of Science and Technology under the grants CNCSIS/BCUM/CoLaborator and ANSTI no. 836.

References


**Crack Reconstruction in Ferromagnetic Materials using Nonlinear FEM-BEM Scheme and Neural Networks**

Ovidiu Mihalache, Gabriel Prada, Tetsuya Uchimoto, Kazuyuki Demachi and Kenzo Miya

*Nuclear Engineering Research Laboratory, Graduate School of Engineering, The University of Tokyo, Tokai-mura, Ibaraki 319-1106, Japan*  
E-mail: omih@tokai.t.u-tokyo.ac.jp

Abstract. The present paper studies the application of an NTY technique using static field for detecting defects in ferromagnetic materials. Both direct simulation of nonlinear magnetic field phenomena using a FEM-BEM code and Neural Networks-based inversion techniques are performed. Numerical results for the inversion of signals due to outer defects are shown.

1. Introduction

Eddy current testing (ECT) has been extensively used for the inspection of steam generator (SG) tubing of pressurized water nuclear reactors (PWR). Although ECT offers major advantages with regard to high speed and reliability to in-service inspection, its applicability is limited by skin effect only to thin, non-magnetic structural components. The detection and characterization of defects through inverse procedures in structural steel, including ferromagnetic materials, thick structures and welded parts raised recently the necessity of developing new techniques such as the nonlinear static field analysis. The increased ill-posedness of inverse problem of reconstruction from signals coming from static field is a major drawback of this method, although the choice of the numerical formulation ensure a good performance in terms of rapidity of the forward solver.

2. Direct problem analysis for crack detection

The simulation tool for the forward problem numerical computations involved in this paper is a 3-D code, based on a FEM-BEM formulation for magnetic vector potential A. From Maxwell equations in the limits of magnetostatic field, taking into account the nonlinear constitutive relationship:

\[ \mathbf{H} = \mathbf{F}(\mathbf{B}) \]  

and using the Coulomb gauge \( \text{div} \mathbf{A} = 0 \), the governing equations are obtained:

\[ -\frac{1}{\mu_0} \Delta \mathbf{A} = \nabla \times \mathbf{M} \quad \text{in} \, \Omega, \]  

where \( \mu_0 \) is the permeability of free space.
\[ \mathbf{B} = \mu_0 \mathbf{H} + \mathbf{M}, \]

where the nonlinearity is hidden in the polarization term \( \mu_0 \mathbf{M} \):

\[ \mathbf{M} = \frac{1}{\mu_0} \mathbf{B} \cdot \mathbf{F} = \mathbf{G}(\mathbf{B}), \]

On the interface between the FEM-domain (magnetic material) and BEM-domain (air) the tangential component of \( \mathbf{H} \) is continuous only in a weak sense [3]:

\[ \frac{1}{\mu_0} \frac{\partial \mathbf{A}}{\partial n} - \mathbf{M} \times \mathbf{n} \bigg|_{\text{ext}} = \frac{1}{\mu_0} \frac{\partial \mathbf{A}}{\partial n} \bigg|_{\text{int}}, \]

3. Numerical formulation for FEM-BEM coupling

For the ferromagnetic domain \( \Omega_b \), a FEM formulation is developed. Using Galerkin approach:

\[ \mathbf{A} = \sum_{j=1}^{N_f} N_f \mathbf{A}_j, \]

equation (2) is discretized by projecting each term of the equations on the shape functions and integrating over the entire problem domain \( \Omega \). For the term in the left hand side of equation (2) we have:

\[ \sum_{j=1}^{N_f} \int_{\Gamma \Omega} \mathbf{A}_j \mathbf{N}_i \, d\Gamma = \sum_{j=1}^{N_f} \int_{\Gamma \Omega} \frac{1}{\mu_0} \frac{\partial \mathbf{A}}{\partial n} \mathbf{N}_i \, d\Gamma - \frac{1}{\mu_0} \nabla \mathbf{N}_i \cdot \nabla \mathbf{A}_j \, d\Omega = \sum_{j=1}^{N_f} \frac{1}{\mu_0} \frac{\partial \mathbf{A}_j}{\partial n} \mathbf{N}_i \, d\Gamma + \sum_{j=1}^{N_f} \frac{1}{\mu_0} \nabla \mathbf{N}_i \cdot \nabla \mathbf{A}_j \, d\Omega, \]

with \( \partial \Omega \) being the external surface of domain \( \Omega \). For the term in the right hand side of equation (2) we use a similar technique:

\[ \int_{\partial \Omega} \mathbf{N}_i \, d\Gamma - \int_{\partial \Omega} (\mathbf{M} \times \mathbf{n}) \mathbf{N}_i \, d\Gamma = \int_{\partial \Omega} (\mathbf{M} \times \mathbf{n}) \mathbf{N}_i \, d\Gamma. \]

The surface and volume integral from equation (9) can be written in the following way:

\[ \int_{\partial \Omega} (\mathbf{M} \times \mathbf{n}) \mathbf{N}_i \, d\Gamma = \sum_{j=1}^{N_f} \int_{\partial \Omega} (\mathbf{N}_i \mathbf{M}_j \times \mathbf{n}) \, d\Gamma. \]
4) The error in comparison with the exact solution in terms of magnetic flux density $B^*$ for the current iteration $i$ is evaluate using the norm described in [1]:

$$\left| B^* - B \right|_v \leq \frac{1}{1-\theta} \left| \Delta \mu M \right|_v,$$

with $\theta$ being the contraction factor defined as in [2];

if the error is less than an imposed value, we exit the nonlinear iteration cycle, otherwise we follow the nonlinear iterations (jump to 2);

System (18), having the coefficient matrix partially banded and symmetric, is solved using the active column solver based on Gauss elimination method [6].

4. Sensitivity analysis

We used the FEM-BEM code described in the previous section to simulate the static field problem of a yoke with sample. The yoke is equipped with two exciting coils and it is used to magnetize the sample. The region in the welded specimen affected by heating is modeled as a ferromagnetic part, because ferrite inclusions are present there. For our problem, we only consider a reduced zone for modeling the specimen. The specimen thickness is 25 mm. The specimen contains a crack, ranging within 3 to 9 mm length, 20% to 80% depth and having 0.5 mm width. In Fig. 1 are shown the overall dimensions of yoke and specimen used in this simulation. Figure 2 shows (a) the nonlinear magnetic characteristic of the yoke and (b) the nonlinear characteristic for specimen material. The exciting coils are cylindrical, with $R_{ext} = 11$ mm, $R_{int} = 46$ mm, $H = 35$ mm, each of them carrying $I_{exc} = 2000$ A and being placed on the two columns of the yoke.

The x-component of magnetic flux density along a line in y-direction, centered with constant lift-off was computed in 21 equally spaced points 1 mm apart. In the real experiment, Hall sensors must be used for measuring the field, which is largely over 1 G, i.e. TFG sensors did not represent a valid option to be used. The difference field, comparing with the case without crack, is computed.

The difference signal is defined as difference between signal in the case of specimen with crack and the signal in the case without crack. Figure 3 shows the variation of the difference signal $\Delta B$, with the crack depth for outer defects (OD) 0.5 mm width, 7 mm length, 20%, 40%, 60% and 80% depth. In Fig. 3, b, the dependence of the difference signal $\Delta B$, on the crack length for a 0.5 mm width, 40% OD crack is shown. In Figure 4, a, the variation of the difference signal $\Delta B$, with the crack depth for an 0.5 mm width, 7 mm length, ID crack is shown. Results for 20%, 40%, 60% are presented. In Figure 4, b, the dependence of the difference signal $\Delta B$, on the crack length for a 0.5 mm width, 40% ID crack is shown.

![Image of yoke and specimen dimensions](image.png)

![B-H characteristic for (a) yoke and (b) specimen material](image.png)

![Fig. 3 Difference signal $\Delta B$, variation for an 0.5 mm width, OD crack (a) with the crack depth for a 7 mm length crack; (b) with the crack length for a 40% depth crack.](image.png)

![Fig. 4 Difference signal $\Delta B$, variation for an 0.5 mm width, ID crack (a) with the crack depth for a 7 mm length crack; (b) with the crack length for a 40% depth crack.](image.png)
files are employed and only elementary operations are required for data transformation and propagation through the trained network. Therefore, this procedure is very fast, allowing a real-time implementation with small computational demands during the actual testing.

6. Reconstruction of crack shape

Crack reconstruction from simulated signals is furthermore investigated. A database containing 200 cases in the training set, 30 in the validation set and 20 in the verification set, was computed. Only OD cracks, 0.5 mm width, 20% to 80% depth, with irregular, randomly generated, open profile were used for training. All cracks were modeled inside a 9 x 5 cells box each with 0.5 mm x 5 mm dimensions, centered under the scan line. The number of scan points is 21 and only the x-component of magnetic field along the y-axis oriented scan line is used. Therefore, the number of output nodes is 45, the number of input nodes is equal to 21. For testing the effectiveness of this procedure also in the case of noise polluted data, the data sets were also polluted with 10% and 20% artificial white noise. The two levels of artificial noise were injected equally in the verification set and in the training set. Therefore, three different results are available. The first set, reconstructions after training with noise-free simulated data from noise-free signals (see Fig. 6a, b). The second set, after training with additional 200 cases, 10% polluted, reconstructions from signals polluted with 10% noise (see Fig. 6, c). The third set, after training with additional 400 cases, 200 polluted with 10% white noise and another 200 polluted with 20% white noise, reconstructions from signals polluted with 20% noise (see Fig. 6, d). Average deviation error is below 10%. Training is stopped after an average value of 250 epochs. The added noise in the training set is used traditionally in the NN community for avoiding the overfitting. In our case, this also allows the network to learn from noise-polluted signals. Although the validation error has large values, the learning evolve toward very small values of learning errors and some good reconstructions are obtained (see in Fig. 6a, comparison with true profile of the crack).
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Abstract. The aim of this paper is to present a neural-network based solution to a non-destructive test problem, namely the identification of the diameter of a cylindrical defect, on a metallic slab, by means of multi-layer perceptron based modeling of the complex interaction between the metallic slab and the electromagnetic probe. We propose to train a network by means of a consistent data-set obtained by real-world (measured) data, labeled with the defect diameters, and to successively apply the learnt network to the estimation of the dimension of a set of unknown defects.

1. Introduction

Optimization techniques are frequently applied to the most important processes in the industry, obtaining greater economical benefits by improving quality and increasing productivity. The basis for success of these techniques is the availability of the system model. However, it is often difficult to obtain an accurate representation, due to the inherent non-linearity, complexity and uncertainty of the industrial processes. Unlike the traditional mathematical identification approaches, neural network based modeling enables us to generate a reasonable model without demanding a detailed knowledge about the physical relationships of the underlying phenomena (as demonstrated, for instance, by Hornik and Stinchcombe, Haykin, and Fiori [11,12,13]). This reduces the complexity of the modeling task. In fact, artificial neural networks are known to perform universal function approximation, provided that the right network topology is chosen and a sufficiently large set of examples of the function to be approximated is available (for a modern review see Haykin and Bishop [3,12]). Such ability may be advantageously employed in those practical applications where the exact model of a physical system is too difficult to derive or to handle with, and an amount of measures intrinsically describing the behavior of such a system are available; in this case neural networks provide a black-box database model of the observable part of the system.

Artificial neural networks have recently found widespread applications in diverse areas as a practical tool for modeling, simulation, control, and prediction. Especially prevalent in the applications are the multi-layer perceptron (MLP) networks, which are typically trained with data or patterns collected during actual operations, after a